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LayerNorm Challenges: Essential for stabilizing LLM training but introduces practical challenges:

1. Increased complexity in mechanistic interpretability
2. Amplification of outlier features, complicating low-precision training
3. Impaired signal propagation in transformer architectures
4. High latency and communication costs in private inference

Motivation: We explores normalization-free LLM architectures through an information-theoretic 
lens, using Shannon entropy to systematically study the impact of FFN activation functions 

1. ReLU significantly outperforms GELU in 
LayerNorm-free models (8.2% PPL improvement)

2. Early layers in the LayerNorm-Free model with GELU 
experience entropic overload, results in 
under-utilization of MHA’s representational capacity 

3. LayerNorm-free models naturally converge to 
ReLU-like behavior with near-zero negative slopes 

1. In LayerNorm-free models, ReLU prevents entropic overload in early layers, enabling better learning 
dynamics and achieving lower perplexity compared to GELU.

2. ReLU’s geometrical properties, such as specialization in input space and intra-class selectivity1, make it 
naturally effective in the absence of LayerNorm. Contact: nj2049@nyu.edu
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